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USING MATHCAD AND LABVIEW FOR MODELING ALGORITHMS FOR
DETECTION, LOCALIZATION AND TRACKING OF MOVING
OBJECTS IN VIDEO STREAMS

In this work, algorithms for detection, localization and tracking of moving objects in a stream of video frames are
proposed and modeled. The proposed algorithms and system are based on the use of subtraction operations as well as some other
types of operations on sets of adjacent frames. The algorithms are additionally based on non-linear normalized equivalence models
that use spatial equivalence functions as descriptors and measures of proximity of the template and the current video frame
fragment. The simulation results of the proposed algorithms in Mathcad and LabView are presented. The use of the proposed
method, equivalence models and equivalence functions from the processed difference video frames gives good results of recognition
and tracking of moving objects. Experiments with a simulation model in Mathcad showed that to improve the quality of tracking
systems for moving objects, in conditions when they fall behind obstacles, the best option is to use non-linear spatial equivalence
functions instead of mutual correlation spatial functions when processing halftone images of video frames, to compare fragments
of the difference current frame shifted along the frame with a reference difference fragment representing the object of attention.
The proposed tracking method was implemented in the Labview project, which enabled effective simulation. A number of various
experiments with a video file, carried out and presented in the work, showed that the method of forming a video stream from
difference video frames, taking into account frame delays depending on the speed of movement of objects, gives better results
compared to the method without the formation of difference frames. The proposed system based on the difference frame method
combines the tracking process with the process of improved fragment recognition, expands functional capabilities, reduces
computational complexity, and allows more accurate determination of the coordinates of the target pointer that moves and follows
this object.

Keywords: simulation, video stream, pattern recognition, object detecting, tracking, nonlinear equivalence model,
subtraction of frames, space-invariant recognition, Mathcad, Labview.

KPACHUJIEHKO BOJIOJJUMUP

BinHMIIBKMIA HAI[IOHATBHUN arpapHUil YHIBEPCUTET
KMYAK BACUJIb

HIKOJILCHKHIA OJIEKCAH/IP

JIABAPEB OJIEKCAH/P

HIKITOBUY AIAHA

BiHHMIBKHH HalliOHATBHUH TEXHIYHHN YHIBEPCUTET

BUKOPUCTAHHSA MATHCAD I LABVIEW JUIS1 MOJAEJIFOBAHHSI AJITOPUTMIB BUSIBJIEHHS,
JIOKAJIIBALIL TA BIICTEXXEHHSI PYXOMMX OB’€KTIB ¥ BIIEOIIOTOKAX

V 0aniti pobomi 3anpononogano ma 3mMooenbo8aHi AnoOpUMMU BUABTIEHHS, TOKANIZAYIL Ma 8IOCMENCEHHS PYXOMUX 00 '€KMI8 y nomoyi
6ideoxadpis. 3anpononosani aneopummu ma cucmema 6a3yIOMbCs HA GUKOPUCMANHI Onepayiti GIOHIMANHS, d MAKOJC OESKUX THUWUX 6UOI
onepayiti Hao Habopamu cyMidcHUX Kaopig. Aneopummu 000amko8o 6a3ylombcs HA HEHIUHUX HOPMATI308AHUX MOOETSX eKGI6aANeHMHOCMI, KT
sUKOpUCMOBYIOMb YHKYIT npocmoposoi exsiearenmnocmi Ak O0ecKpunmopu ma mipu Oau3bkocmi wabiony ma nomoyHoz2o gpazmenma
sideokaopy. Hasedeno peszynbmamu mooeniosanns sanpononosanux aneopummie y Mathcad ma LabView. Buxopucmanns sanpononoeanozo
Memody, Mooenell eKei8aneHmHOCmi ma GyHKyill exgisanenmmocmi 3 06pooIeHuUx Pi3HUYEUX BI0e0KaAOpi6 dac XOpouii pe3yibmamu po3nizHa6anHs
ma sidcmedicenuss pyxomux o0 ’ekmis. Excnepumenmu 3 imimayiiinoo mooennto 6 Mathcad nokaszanu, wo 018 niOSUWEHHS AKOCMI cucmem
CcmediceHHs 3a pyXomumu 00'exmamu, 8 ymosax ix 6iocmagants 8io nepeuikoo, HalKpawum 6apianmom € BUKOPUCMAHHI HETTHIUHUX NPOCMOPOBUX
@ynKyil exgisanenmHocmi 3amicnb 3AEMHUX KOPETAYIUHUX NPOCMOPOSUX YHKYIll npu 06poOYl HANi6MOHOBUX 300padicets. 6i0eokaopis, wjoo
nopisHAmMuU pazmermu piHUYeB020 NOMOYHO20 KAOPY, 3MIUEHO20 83008J4C KAOPY, 3 ONOPHUM DIZHUYEBUM (PPASMEHMOM, Wo npedcmasise 0b'ekm
yeaeu. 3anpononosanuti memoo cmedcenns. 0yno peanizosano 6 npoexmi Labview, wo 003601uno nposodumu egpekmusne mooeniosanns. Pso
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PISHOMAHIMHUX eKChepuMenmie 3 6i0eopaiiiom, nposedeHux i npedcmasienux 6 pobomi, nokasas, wo Memoo POpMyeanHs 6i0eONOMOKy 3
PDi3HUYEBUX 8I0COKAOPIB 3 YPAXYBAHHAM 3AMPUMOK KAOPIE 8 3ANEHCHOCTI 8I0 WBUOKOCMI PYXY 00'ekmie dae Kpawyi pe3yibmamu 6 NOPIGHAHHI 3 00
Memody 6e3 (popmysanna pisHuyesux Kaopie. 3anponoHoO8aHa CUCMeMA HA OCHOBI Memooy DisHUYESUX Kaopié NOEOHYE NPOYec CMeNHCeHHs 3
npoyecom NOKpaweHo2o po3nisHABAHHs (Hpazmenmis, posuupIoe YHKYIOHANbHI MONCIUBOCI, SHUNCYE OOUUCTIOBANLHY CKIAOHICMb | 00360.15€
MoYHiwe GUHAYAU KOOPOUHATNU YiTb0BO2O BKAZIBHUKA, AKULL PYXAEMbCA MA CIOYE 30 YUM 00 €KMOM.

Knrouosi cnosa: Mooeniosannsi, 8ioeonomix, po3nizHAGaHHs WAOIOHIE, GUAGNEHHS 00'CKMI6, GIOCMEdNCeHH s, MOOelb HEeNIHIUHOT
eK6i8anenmHOCmi, BIOHIMAHHS KAOPI8, PO3NI3HABANHS KOCMIYHO20 THEADIAHMY.

Introduction

The rapid growth of applications and popularity of many new tools of artificial intelligence, especially such
as ChatGPT, neuro-fuzzy decision support information systems, state-of-the-art architectural models and concepts of
convolutional neural networks, theories of deep machine learning, have opened almost unlimited prospects for the use
of these technologies and tools [1-13]. Increasing productivity, optimizing resources and ensuring sustainable
development due to the use of advanced intelligent information technologies, neural associative memory [6-13] and
artificial intelligence (AI) [14-19], NN-models [9-11], devices [14-18], can have a significant impact on increasing
the efficiency and profitability of information management, both in the production of dual-use products. These modern
technologies make it possible to carry out constant monitoring and diagnosis of the environment, agricultural land,
forest, water resources and other geographical or territorial objects, to determine indicators and characteristics of the
health of individual zones of the plant and animal world and their individual representatives, to quickly collect with
the help of drones and sensors systems, IoT devices, large amounts of data and perform their intellectual analysis,
forecast yields, weather changes, take into account various weather risks and market trends, help make optimal and
weighted decisions based on an expanded set of quantitative and qualitative criteria assessments. To design and create
improved biometric systems, identification systems, extreme-correlation guidance systems, neuro-cyber-machine
vision and other practical applications, it is necessary to solve the problems of effective recognition of objects in
images and scenes, in video frames, as well as the problems of detecting, localizing and identifying moving objects.
Tracking of moving objects (English Object Tracking) [19], is a process of determining the movement and localization
of objects in real time based on sequential images or a video stream. This technique is used in a wide range of
applications, including object tracking in video surveillance, self-driving cars, augmented reality, and medical
imaging. Tracking of moving objects can be implemented using various methods, such as the method of principal
components, object extraction algorithms, as well as the use of neural networks and computer vision [20-29]. There
are many known methods and means for solving these problems [30-32]. But the basis of most known methods and
algorithms is the comparison of two different images of the same object or its fragment, or two images, one of which
is a template or its transformed image, and the second image is one of a set of images belonging to different objects
or classes, and only some of them belong to the class represented by this pattern. The discriminant measure of the
mutual alignment of the template and the current, coordinately shifted, fragment of the analyzed image is often a
mutual two-dimensional correlation function. In work [32] it was shown that when there is a strong correlation of
noisy images of objects from different classes, in order to increase accuracy and other measures, probabilistic
indicators, it is desirable to use image matching methods based on mutual two-dimensional equivalence spatial
functions, nonlinear transformations and adaptive-correlation weighting. At the same time, there is an acute problem
of recognizing not only static, but also moving objects, and problem of their tracking, that is, the problem of tracking
is relevant.

In addition, in real systems, the need for recognition arises in such unfavorable situations when a moving
object is blocked by obstacles, which deteriorates the quality and accuracy of recognition characteristics, since the
size of the area of coincidence between the compared template and the fragment used for recognition is reduced.
Therefore, the purpose of this work is to perform a series of model experiments in the Mathcad and other model
environments necessary to test improved methods and algorithms for detecting and tracking moving objects with
sufficient probability and accuracy.

Model Experiments in Mathcad

To check the accuracy of determining the coordinates of the desired image, especially when recognizing
moving objects, in our modeling we used splitting the processed video file into separate frames and their subsequent
intra-frame and inter-frame processing. In addition, we carried out a mutual comparison of the two groups of methods
used by us for detecting objects in the current frame using the corresponding template. One group of methods included
processing the current image frame and a reference template image in order to search for a fragment similar to it in
the frame. The second group included the formation of frames equal to the mutual differences of frames adjacent in
time, and their further processing in order to detect objects of attention by comparing and combining the template and
the fragment most similar to it in the difference frame. In addition, for both groups of methods, the first approach was
to search for equivalence functions between the object of attention selected for study and the current fragments of the
frame image by processing halftone images. The second approach differed from the first in that the resulting
equivalence function is calculated by weighing all eight equivalence functions from the corresponding bit-slice
representations of the template and fragment being compared. And the latter are obtained from raster images processed
in each frame by pixel-by-pixel analog-to-digital conversion. In both cases, equivalently adaptive nonlinear weighting
is additionally used, which enhances the discrimination of the measure used and allows for better identification of
extrema (peaks) of two-dimensional spatial functions. Experiments have shown that the best of these options is
available by combining equivalent differences comparing the current frame with the selected position from these
fragment differences representing objects of attention.
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Figure 1 shows a Mathcad window with a processed difference video frame, a template, formulas for
calculating spatial nonlinear equivalence functions and their appearance. In Figure 2 shows the simulation results. For
both groups, the second method of processing a sequential-slice combination gives the best results, and for moving
objects that disappear when they move behind obstacles, recognition of the second group is based on the formation of
current frame images of inter-frame difference images (see Figure 2, second image from the right in top row).

25
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Fig. 1. Mathcad window with processed difference video frame, template, and formulas for calculating spatial nonlinear equivalence
functions
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Fig. 2. Model experiments in Mathcad showing adequate detection and labeling of a moving object partially occluded by an obstacle

Experimental Research of Tracking Algorithm of Moving Objects in Labview
Usually tracking algorithms consist of such successive steps: selection and allocation of descriptors, their
comparison and classification. At the comparison, a frame fragment, the descriptor of which is the most similar to the
descriptor of the tracked object, is searched. When the corresponding fragment is found, then the found object is
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classified. When analyzing moving objects, recorded by digital video camera using tracking algorithms, a large
number of frames must be processed in the images stream. Counting the number of selected objects in each frame and
grouping and clustering by different parameters, including shape, speed, location, etc., are important subtasks. And
although each of these subtasks has its own specific image processing algorithms, there is an urgent need to adapt
these subtasks to changing specific conditions and to ensure the possibility of their repeated repetition. And this is
possible by creating a flexible, easily customizable, unified integrated tool environment.

There are well-established approaches to recognition of very noisy and correlated single objects [33-41] and
sets of multiple objects [34, 38, 39], including moving ones [40], with simultaneous division into clusters [34-36, 41].
However, they are all very diverse and poorly integrated into single, flexible and configurable, and adaptive system
or program. Therefore, when choosing a tool for research, we settled on Labview as the most powerful hardware
system-design platform and development environment created in the graphical programming language «G» company
National Instruments (USA).

The NI Vision base module contains a set of optimized functions for working with color, black and white or
binary images, including linear, non-linear and morphological filtering of different types and with different structural
elements or filter sizes, histogramed and affine geometric transformations, pattern matching and current fragments,
measurement of image parameters of objects after their pre-processing, etc. A large set of functions of this package
allows you to use it as an integrated and very convenient environment for comprehensively solving tasks such as
recognition and tracking of moving objects in video streams. The NI IMAQ video camera driver software is
compatible with all National Instruments software, including NI DAQ. This allows for easy integration image
processing for any National Instruments product. The main feature of NI IMAQ is its extensive library special
functions. Convenient and functional addition to NI Vision that greatly improves the user experience is the NI Vision
Assistant. This makes it easy to create your own routines image capture, filtering, processing, analysis and editing and
visualization, changing the setting parameters used for these procedures. These routines can be imported into Labview.
Visualization and ease of use are the main advantages of this approach.

Therefore, we chose the Labview environment to automate the search for improved recognition-tracking
algorithms and to support moving objects and to develop and verify the proposed trackers. And new pre-processing
algorithms that can improve the quality of real-time tracking, location and monitoring of a moving object or several
objects, including those partially covered by obstacles, are the result of the proposed research and modeling. New
methods of preprocessing, descriptors and image comparison criteria will be presented in the paper.

Experiments conducted to test software implementations in the LabView environment of trackers on real
video files are given and analyzed. Harnessing the power of Labview and its basic applications and modules makes it
relatively quickly design the required system of recognition and support, to quickly change the behavior, structure and
model of the system or process, write, read and analyze video file (AVI) frames, which significantly simplifies the
process of verification of developed systems-specific features and statistics. At the same time for in-depth
mathematical formalism and describe some of the important stage process, for example, such as the construction of
two-dimensional functions of criteria we use Mathcad, which as the results of our previous studies, there is a powerful
tool. We have developed a number of possible projects detection and tracking of moving objects (DTMO). Taking
into account the limitations, below is one of the possible project options developed by us in the LabView environment
for the detection and tracking of moving objects. It is shown in Figure 3 and displays the general block diagram of the
project. And fragments and nodes of the basic design of the project, which are also shown in Figure 3, can be better
examined and analyzed by specialists when the scale is increased.

With the help of the Vision Acquisition node implemented in the system, the system reads AVI-files to
generate both the original video stream and the video stream of difference frames with the possibility of setting
different delay times (in frames) between the processed frames. This convenient input and change of the required
delay time facilitates the modeling process in order to investigate and determine the optimal frame delay time for
different situations and different types of moving objects. And this, as experiments show, is important for moving
objects, taking into account the relative sizes (in pixels) of the images of these objects in the directions and speeds of
their movement. The template formation node from the selected frame and the comparison of the node template with
selected fragments of the current frame are performed using a well-known standard method. But, as will be shown
below, such nodes also need to be improved in order to increase their efficiency and improve the quality and criteria
of pattern comparison. And one of the options for such improvement is the use of two-dimensional equivalence spatial
functions, nonlinear transformations and adaptive-correlation weighting [32, 34-37, 41].

Results of the first experiment in support of a moving car for scenes with overlapping objects obstacles is
shown in Figure 4a, (shows one of the frames from which was isolated and formed template, see Figure 4b). Some
frames with special red markers (frames) and labels are shown in Figure 4c. This model experiment uses the frames
of the original file without preprocessing, the RGB image frame size was 281 x 126, the resolution of the 8-bit patterns
was 44 x 24, and the "Grayscale" mode was used to compare with the current frame pattern, for which the special type
of converters and corresponding image formats. The quality of tracking of moving objects by the developed project,
and at the same time, essentially, its simulation model, and the quality of continuous tracking of objects with their
location markers on video frames was evaluated by the relative share of the number of frames with available markers
to the total number of frames in the analyzed video streams during the experiments. The video stream for this analysis
was recorded as the video output of the project and was recorded using the Vision Acquisition program, which
transformed one of the video streams studied and shown below in this work into a set of 256 frames. The number of
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frames in which the moving object (MO) was captured and had a marker frame was determined to be 135. Therefore,
the proportion of frames in which the object was not specified was (135-88) / 135, which corresponds to approximately
35%. And this is in the case when there are no relatively large barriers, i.e. large immovable objects in the scene,
behind which the accompanying moving object disappears.
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Fig. 3. Block diagram of the project

In this regard, we conducted a second experiment in which watched from the source to the video has been
formed from the difference inter-frame video images. Number of frames for which delayed video stream varied
between 3 to 7 and more. Figure 5 shows the results of simulation where the difference frames formed by delaying
them in frame 7 as an absolute difference of pixel intensities. The experiment showed that the percentage of frames
without reference to the moving object, i.e. with the loss of support, depends on the delay time for the inter-frame
subtraction, the size of the object, since the difference pattern increases with the delay, the speed of movement relative
to the frame rate and shooting conditions, and also on the specific nature scenes.

For example, the camera shake when shooting hand-forms on the difference frames the contours of objects
(trees, poles, etc.). In addition, the quality of the support and influence the choice of the template when a template can
be selected only some (front, rear) part of the total difference pattern 5b. This experiment showed that for the most
optimal video there is a delay of 7 shots, but winning over the first experiment, as there is practically no maintenance.
Therefore, an additional check, we tried to work with a video file of larger dimensions (416 % 125 8bit image) and
other shooting conditions. The results for this case are shown in Figure 6. The experiment with the file showed that
the quality of support has improved and the proportion of lost bindings decreased to 15% (268 frames in all, 228 with
the correct reference, 40 frames in the search mode or a loss of moving object). Thus this and similar experiments, we
show that the use of inter-frame subtraction positively affect the quality and support to at least two or three times, but
for special occasions, reduces the proportion of errors. Fourth, our experiment was to check the quality of the project
in which we used a dynamic pattern and the results of which are shown in Figure 7, where a) - maintenance mode is
shown in the processing of the original video frame, and b) - in the processing mode to accompany the video frame
difference shown. This experiment showed that such an approach has its advantages and disadvantages, but significant
gain compared with the previous experiment does not (error rate was 15%). Further studies are needed.
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Fig. 4. Modeling results: a) — One of the original frames; b) — Template; c) — Set of frames with markers and pointers of a
moving object
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mode to accompany the video frame difference)

Conclusions
Simulation model experiments in Mathcad showed that in order to improve the quality of tracking systems
of moving objects in conditions where they run into obstacles, the best options are the use of non-mutual correlation
spatial functions when processing halftone images of video frames, but non-linear spatial equivalence functions, which
are used to compare fragments shifted along the frame of the difference current frame with the reference difference
fragment representing the object of attention. The proposed tracking method was implemented in Labview, a project
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that enabled effective modeling. A number of different experiments with a video file performed and presented in the
work showed that the method of forming a video stream from difference video frames, taking into account frame
delays depending on the speed of movement of objects, gives better results compared to the method without forming
difference frames. In addition, the proposed approach allows you to additionally take into account the peculiarities of
the movement of objects and their other characteristics, which also affects the quality of tracking in the event of
obstacles. The advantages of using equivalent functions for the comparative analysis of the template and the current
fragment in the frame are shown, which consist in more accurate and unambiguous localization of the tracked object
in the frame. The difference frame method creates additional opportunities and perspectives because it combines the
tracking process with the process of improved recognition of fragments with reduced average dynamic range and
computational complexity. Using the characteristic features of the images of the objects themselves and mutual spatial
equivalence functions, their extrema, the method allows to more accurately determine the coordinates of the target
pointer that moves and follows this object.
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